
ORNL is managed by UT-Battelle 

for the US Department of Energy

Training Neuromorphic 
Systems for Scientific 
Applications

Gangotree Chakma

University of Tennessee

Katie Schuman

Oak Ridge National Laboratory



Spiking Recurrent Neural Networks

Å There are key elements for a spiking recurrent neural network that must 
be defined:

ï What is the topology of the network?

Å How many neurons?

Å Level of connectivity?

Å Recurrent connections?

ï What should the parameters of the network be?

Å Synaptic weights

Å Neuron thresholds

Å Delays



Possible Training Algorithms

Topology Defined
or Trained?

Delays
Utilized?

Delays
Defined?

Weights
Defined?

Training
Time

Demonstrated
Broad 

Applicability

Back -
propagation

Some No Some Yes Medium Some

STDP Some Yes No Yes Medium No

Evolutionary 
Approaches

Yes Yes Yes Yes Slow Yes

Liquid State 
Machines

Some Yes Random Random Medium Some

Good Okay Potentially Bad



Spiking Recurrent Neural Networks for 
Neuromorphic

Å Neuromorphic systems often support spiking networks, along with 
variable delays and recurrent connections.

Å To fully utilize such a system, programmable weights, delays, and 
topology should be utilized. 

Å Smaller networks and those with less activity may correspond to lower 
energy or power usage.

Å For any given application, it is not always clear how to adapt the 
algorithm. 

ï Some algorithms are relatively inflexible for non -classification 
problems.



Neuroscience -Inspired Dynamic 
Architectures (NIDA)

ÅSpiking neural network embedded in 3D space.

ÅSimple neuron (integrate -and-fire) and synapse implementation.

ÅFlexible structure. 



Memristive DANNA ( mrDANNA )

Å Mixed analog/digital implementation.

ï Mixed signal analog neurons.

ï Each synaptic weight is 
implemented with two 
memristors .

Å Lower energy, better scaling than 
digital implementations.

Å Fabricating with 65nm cmos 10lpe 
node in collaboration with CNSE, 
SUNY PI, Albany, NY.


